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Abstract

A major research subject in recent times is Alzheimer’s disease (AD) due to the growth and considerable societal impacts on
health. So, the detection of AD is essential for medication care. Early detection of AD is critical for effective treatment, and
monitoring the time period between normal aging’s unavoidable cognitive loss and dementia’s more catastrophic degradation
is common practice. The deep learning method for early diagnosis and automated categorization of AD has suddenly gained
a lot of attention since rapid advancement in the field of GANs approaches has now been used in the clinical research sector.
Many recent studies using brain MRI images and convolutional neural networks (CNN5s) to identify Alzheimer’s disease have
yielded promising results. Instead of adequately engaging with the lack of real data, many research papers have focused on
prediction. The main purpose of this paper is to do this by generating synthetic MRI images using a series of DCGANSs.
This paper demonstrates the effectiveness of this concept by cascading DCGANSs that imitate different stages of Alzheimer’s
disease and utilizing SRGANS to enhance the resolution of MRI scans. The purpose of this research is to come forward and
tell if an individual might just get Alzheimer’s disease. CNN, DCGANSs, and SRGANS are used in this paper to present a deep
learning-based approach that improves classification and prediction accuracy to 99.7% and also handles the lack of data and
the resolution of data.

Keywords Alzheimer’s disease - Convolutional neural networks - Deep convolutional GANs - Super-resolution GANS -
Healthcare - Generative adversarial networks

1 Introduction ations in the brain early on. This human disease’s initial
stages include recalling recent incidents or discussions. The
degrees of the disorder are as follows: Mild, moderate, and
severe are the three levels of severity. Alzheimer’s disease as
well as other kinds of dementia affects well over 4 million
individuals in India. The deterioration begins in the area of

the brain that controls memory; however, the phase begins

Alzheimer’s disease is a degenerative neural disorder that
affects memory and cognitive abilities. Early diagnosis and
medication during the initial stages of Alzheimer’s disease
have the highest possibility of slowing or stopping the dis-
ease. Alzheimer’s-related brain alterations can start three

to ten years before symptoms occur, and in extreme cases,
more than 30 years. Magnetic resonance imaging (MRI) is
a noninvasive testing tool that can detect structural alter-
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years well before the first symptom appears. The risk of fatal-
ity is reduced when Alzheimer’s disease is detected early. It
employs neuroimaging or central nervous system scanning
to directly or indirectly visualize the function, and structure
of the brain. Mild cognitive impairment (MCI) is a period
that occurs between the normal aging-related decrease in
memory and cognition and the increasingly severe dementia-
related deterioration. Difficulties with remembering, speech,
or judgment may be a symptom of MCI. Dementia brought on
by Alzheimer’s disease and other brain illnesses may be more
probable as a result of MCI. According to the latest figures,
there are currently about 46.8 million older people facing this
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disease, and 44 million of them have been diagnosed with
Alzheimer’s disease. By 2050, the population will have risen
to 131.5 million. The number of persons with dementia and
Alzheimer’s disease in India is expected to reach about 7.5
million by 2030. In the medical field, deep learning seems to
be a revolutionary technology. Deep learning algorithms are
necessary for the medical profession to capture large volumes
of clinical information. Deep learning is a type of machine
learning that uses neural network models to learn unsuper-
vised from unstructured or unlabeled data. The neural nets
are built in the same way as the human brain, containing
neuron nodes connected in a web-like pattern. Deep learn-
ing algorithms have a number of benefits over traditional
machine learning techniques. Deep learning algorithms, as
previously discussed, are well suited to working with com-
plex, high-dimensional medical image processing. Recent
days have seen the adoption of GAN-based algorithms for a
variety of tasks, including automatic segmentation, restora-
tion, and automatic segmentation. This is due to the growth
of the GAN. A generator and a discriminator make up a GAN
model. Both are trained in opposition to one another, with the
generator attempting to produce an artificial image that the
discriminator is unable to differentiate from the actual one.
In comparison with a traditional auto-encoder, the adver-
sarial strategy in GAN can encourage the discriminator to
produce a more realistic image. The GAN technique has
been utilized in multiple research publications to forecast
future images of the brain, which might be seen as an image
synthesis issue. The low resolution of MRI pictures and the
lack of real-world data, however, prevented us from getting
the accuracy we were hoping for. SRGAN is a GAN-based
model that utilizes a perceptual loss function that combines
adversarial loss and content loss characteristics to achieve
very high resolution for images. DCGAN is a GAN-based
model that uses the transposed convolution technique to per-
form up-sampling that helps more accurate results in a faster
time. In this study, we developed the SRGANs approach as
an image enhancer task to improve the resolution and the
DCGANSs method as an image synthesis task to deal with
the shortage of MRI datasets. For classification, high-level
features from brain images are extracted using a CNN-based
architecture. Also, for the classification and forecasting of
this disease, we use a CNN-based architecture. We made an
effort to examine all the dangers and influences that dam-
age the brain in Alzheimer’s disease, and we have looked at
magnetic resonance images to better comprehend the con-
dition. The second section contains the related work in this
field of research. In part 3, we discussed our datasets, and
in part 4, we discussed our methodology, and the methods
we used to forecast Alzheimer’s illness. We talked about the
experiments and results in Sect. 5. Finally, Sect.6 contains
the conclusion.

@ Springer

2 Related Work

For many years, researchers are working in this field using
several methods to diagnose this disease. The authors of
[1] conducted research to anticipate the disease category.
This research suggests a brand-new three-part adversar-
ial network-based AD detection method. BSGAN-ADD
combines CNN-based AD detection with a generative adver-
sarial network (GAN)-based brain slice image enhancement.
Stacked CNN levels in the generator have been utilized in
the prediction step to retrieve high-level brain characteris-
tics via the classification of 2D brain slice pictures. And
to produce the probability values of sick states, the classi-
fier receives the retrieved brain features. The authors of [2]
want to simultaneously forecast subject-specific improve-
ment in cognitive score and MRI size to forecast illness
development in multiple views. So they used two models
that two models are combined using three integration pro-
cedures. The integrated approach introduces ROI mask and
then ROI loss to take advantage of existing expert knowl-
edge of illness progression. Experimental findings on the
longitudinal dataset from the Alzheimer’s Disease Brain—
imaging Initiative, showed that, for the prediction of the
cognitive score, the effective system outperformed the sep-
arate regression model. In particular, they combined both
regression and GAN models and trained them simultane-
ously, and the outcome was great. In research paper [3],
researchers looked at several papers and tried to develop
them professionally. Four of the 16 experiments employed
both deep learning and conventional machine learning tech-
niques, while 12 used exclusively deep learning techniques.
Alzheimer’s disease (AD) classification accuracy using con-
ventional ml algorithms was up to 98.8%, while the accuracy
for predicting the transition from MCI to AD was 83.7%
(AD). For AD classification and 84.2% for MCI conver-
sion prediction, RNN had produced accuracy levels of up
t0 96.0%. In this publication [4], they demonstrated that the
concept of Alzheimer’s disease (AD) may be used to gener-
ate synthetic images depending on an individual patient’s MR
image using MR images to forecast changes in the brain. This
enables the creation of artificial visuals that express differ-
ent degrees of the characteristics associated with AD. In the
paper [5], the Alzheimer’s Disease Neuroimaging Initiative
project’s standardized MRI datasets are used to validate the
suggested methodology. The training of a CNN to recognize
the deep learning properties of MCI participants uses age cor-
rection, local patches, and structural brain imaging features.
To anticipate the AD conversion, features are finally loaded
into an advanced machine classifier. This method yields an
area mostly under ROC and AUC as well as an accuracy
of 86.1% and 79.9%. The suggested CNN-based technique
has considerable potential for predicting the conversion of
MCI to AD using only MRI data, according to the results.
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In paper [6], in addition to performing the diagnosis and
forecasting of Alzheimer’s disease, an artificial model has
been created (AD). It employs a multi-modal 3D CNN clas-
sification model. The outcomes demonstrate the feasibility
of mapping cerebral tissue’s information about the structure
and the image’s closeness to the genuine thing. In the sys-
tem [7], they developed for forecasting disease progression
consisting of two parts: a 3-dimensional multi-information
GAN plus a 3-dimensional DenseNet-based multi-class clas-
sification net optimized with a focus loss. A high-quality,
one-of-a-kind 3D brain MRI image may be provided on each
imaging of the brain via mi-GAN. A 6.04% improvement
is seen when conditional GAN and cross-entropy loss are
used to compare the performance of pMCI with sMCI. Their
mi-GAN performs at the cutting edge with a structural sim-
ilarity measure of 94.3% between the simulated and actual
MRI images. In [8], the very first tier of the 5 suggested sys-
tems is in charge of MRI acquisition. The training datasets
are improved in the second layer using data mining algo-
rithms and dynamic filtering and in the fourth layer, the CNN
architecture was used. On the ADNI dataset, the suggested
framework obtained classification accuracy rates of 99.6%,
99.8%, and 97.8%. In paper [9], they suggest a unique method
to model the rate at which AD develops and the rate at which
the brain ages. By using a sequence of DCGANSs to create
artificial MR pictures, they aim to do this. After creating the
images, they analyze them by estimating the characterizing
fractal patterns of the cortical ribboning. Through cascad-
ing DCGANSs that model various stages of AD, this research
illustrates the viability of the proposed solution. A combina-
tion of DCGANSs that would imitate the various illness stages
might be used to prolong the length. Using the cortical rib-
bon’s fractal dimension, atrophy is measured. A declining
fractal dimension indicates that the sickness is getting worse
with time.

3 Materials
3.1 Dataset and Attributes

We had used Alzheimer’s Disease Neuroimaging Initiative
(ADNI) depository in our tests since it offers a compendium
of common exploration data for Alzheimer’s complaint. This
database makes the public’s MRIs and material individual
data of test subjects available. Images of individualizes from
multiple visits over a period of roughly 4 to 5 times are
included in the data. This gave researchers access to a full
range of commonly used research data that they could use
to investigate underlying the diagnosis and management of
Alzheimer’s disease. Very mild demented, mild demented,
non-demented, and moderate demented are the four sub-

Table 1 Summarization of the dataset for Alzheimer’s disease predic-
tion

Class AD type Images
Class-1 Mild demented 896
Class-2 Moderate demented 64
Class-3 Non-demented 3200
Class-4 Very mild demented 2240

Mild Demented

Non Demented Non Demented

Non Demented Non Demented Non Demented

\ery Mild Demented \ery Mild Demented

Fig.1 Random sample of MRI scans from the datasets

folders that make up the data that it provides. The specifics of
the information we used are summarized in Table 1 (Fig. 1).

4 Proposed Method

To categorize the illnesses phases, the suggested model
makes use of databases. We propose an integrated GAN
[10] with deep CNN architecture that enhances classifica-
tion efficiency by preprocessing and training to categorize
Alzheimer’s disease (ad) data into multiple stages. By tak-
ing into account key risk variables and indeed the techniques
we used to forecast Alzheimer’s disease [11], we have out-
lined how we conducted the research. The research method
is categorized into 4 main phases: the preparation of the
data; the filling in of incomplete data with deep convolutional
GAN:Ss; the improvement of image resolutions utilizing super-
resolution GANS; and the categorization and prediction of
diseases with 2D convolutional neural networks. Figure?2
depicts the entire design of the suggested method, while the
subsequent sections explain each of the mentioned processes

@ Springer
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Fig.2 A simple model of our proposed architecture

individually. Throughout our study, we consider that P" rep-
resents the MRI information for subject n. This model’s
diagnosis output can be stated as follows:

T" = f(P") M

where T" represents the anticipated label for the nth topic.
If somehow the nth topic lacks information, then the system
will produce synthetic scan data based on its fundamental
significance. The model’s diagnosis output can be written
as:

T" ~ f(P") + g(P") @)

They both are mapping functions, f and g. The follow-
ing equation demonstrates two main objectives throughout
this approach: (i) developing an appropriate mapping func-
tion g for generating the synthetic scan images, which
would be covered in subsection “Data Generation Using
DCGANSs” and (ii) enhancing both the generated and avail-
able dataset using SRGANSs which is covered in subsection
“Data Enhancing Using SRGANS” and (iii) inside the sub-
section titled “Categorization Using CNNSs” a categorization
model for both diagnosing and predicting AD is proposed.

4.1 Data Preprocessing

An impact of various people’s brain sizes upon that predic-
tion model was removed using a standard data preprocessing
technique to ensure the efficiency of our approach and pre-
vent overfitting [ 12]. Preprocessing is used to create 2D scans
from the MRI images. Perhaps every image is 1 x 128 x 128
pixels in size. In Fig. 1, preprocessed pictures from MRI data

S @ Springer

Algorithm 1 Data Compilation and Augmentation Algo-

rithm
Require: Ifile, (w, h),
Ensure: Ofile,
1: Image < read(lfile)
2: whilei € Images do
3:  a; < adaptive_thresholding(i)
if cropping then

b; < cropping(i)
end if
if filtration then

fi < filtration(i)
9:  endif
10:  g; < grayscale(i)
11:  r < resize(g, w, h)
12:  Images < r;
13:  if augmentation then

> image file, size
> Output file

A A

14: custom_augmentation()

15: newlmages < augment(h;)
16: Images <= newlmages

17:  endif

18: end while
19: store the pre-processed images in the O file
20: return Ofile

are displayed. Three sets: a training dataset, a test dataset,
and a validation dataset, of the 2D brain component data
were created. The individual’s brain characteristic image
made up 80% of training data obtained using the random
selection technique, with the remaining 20% used equally
for testing and validation. This was simple to have underfit-
ting and otherwise overfitting issues mostly with the scant
amount of visual data available for deep learning. We gener-
ated synthetic images using DCGANS to increase the number
of training samples; this is given in Fig.3. The MRI scans’
low resolution and lack of details in the images are fur-
ther factors that affect the model’s accuracy. Our model,
depicted in Fig. 3, employs the SRGANS to get around this.
Additionally, fresh training images were produced using the
zero-mean Gaussian noise including a variance of 0.005.
Intensity adjustment was the last technique [13]. Steps of
12% were used to adjust the intensity values from 95 to
115%. The majority of cutting edge approaches employ
the traditional thresholding operator, which applies a sin-
gle global threshold to all pixels. Contrarily, under adaptive
thresholding, it is adjusted dynamically as the image is being
processed. Its adjacent pixel intensity values affect the thresh-
old value for each pixel. The threshold value is computed
for each pixel. The result is regarded as a background value
if it falls below the threshold; otherwise, it is regarded as
a foreground value. Cropping and filtration are the follow-
ing stages in digital picture processing. The photographs are
then generated with a grayscale after the filtering procedure.
If the gathered size of the image is not 128 x 128, a trans-
former is employed to resize the created photographs to that
size. In that case, the data augmentation mechanism is ini-
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tialized if it is necessary. The framework uses magnifying,
moving, rotating, horizontally tilting, and a number of other
augmentation features. In order to strengthen the classifier
model, data augmentation assists to create additional [14]
and diverse training sets [15].

4.2 Data Generation Using DCGAN

GAN:Ss are a type of generative modeling that employs deep
learning techniques like convolutional neural networks. A
generating model (G) randomly collects the distribution of
data, while a discriminative model (D) determines the possi-
bility of similarity that a sample (x) came out from a labeled
training dataset [17]. Together, these two adversarial models
make up a GAN. To create a probabilistic model N, given a
set of data x and then optimal goal is the generator (G). By
translating a pervasive environment N, (P) toward a feature
space G (x; 6,), it achieves this. The discriminator, however,
D(x; 6;), only generates a unique scalar value. This number
represents the chance that x originated from the training set
as opposed to the produced probability of the distribution
of Pg. Discriminator and generator are developed concur-
rently. Hence, in such an effort to reduce the generating errors
log(1— D(G(P)), the generator updates its weights. To opti-
mize the overall result of log(D(x)), the discriminator D
simultaneously attempts to modify its weights.

The DCGAN generator is shown in Fig.4 from the
research article [18]. This layer receives input 100 x 1 noise
vector z and then converts that to the 64 x 64 x 3 G(Z)
output. This architecture’s initial layer’s expansion of the
noises is particularly intriguing. Increasing from 100 x 1 to

Springer

1024 x 4 x 4, in this network which is also referred as “project
and reshape”. We can observe that after this layer, the net-
work is reshaped by the application of the (N+P — F)/S+1
equation that s typically presented with convolutional layers.

I00x1 =1024 x4 x4=512x8x8=
256 x 16 x 16 = 128 x 32 x 32 = 64 x 64 x 3

Hence, the loss function of DCGANS is followed by the
equation (4) stated below

Loss(D, G) = Ex—pdata(x)[log(D(X))]

3
+ Ex—po[l —log(D(G(X)))]

We discuss the artificial data generation strategies used by the
method to increase dataset volume while utilizing DCGAN.
Figure 5 depicts a summary of system techniques. As in
this stage, we employ DCGAN to make artificial pictures
of Alzheimer’s disease.

4.3 Data Enhancing Using SRGAN

It is challenging to obtain an upscaling factor of nearly 4x for
such a bulk of picture images before SRGANSs. For producing
high-quality, cutting edge images, this suggested SRGAN
architecture overcomes the majority of these problems. A
tremendously difficult issue is the idea of estimating and pro-
ducing a high-resolution image out of alow-resolution image.
The generator and discriminator are both parts of SRGANS.
The low-resolution image data are sent to a Conv layer con-
taining 9 x 9 kernels by the generator. The next layer is just
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Fig.5 An architecture of the discriminator and generator of DCGANS.
A In the discriminator, there are convolution layers with normalize and
LeakyReLU for the network and used this network 4 times and then
connected with the convolution layer and at the end flatten and Sigmoid

a parametric ReLU [19] layer, which is used specifically for
projecting low-quality images to high-quality images. There
are 16 B residual blocks that ResNet [19] created. Two Conv
layers, each with a comparatively tiny 3 x 3 kernel as well as
64 feature maps, are applied inside this residual block. Batch
normalization layers are therefore applied, with parametric
ReLU [20] serving as the activation function as well as the
elementwise sum approach used to feed-forward the outcome
in addition to the jump link outcome to provide the outcome.
The generator attempts to create accurate representations of
the image to avoid detection by the discriminator, whereas
the discriminator searches for misleading pictures. Both dis-
criminator and generator are concurrently getting better and
contending with one another. Utilizing LeakyReLU to design
DCGANS for activator is comparable to the same discrimi-
nator design used for SRGANS.

A Conv layer is followed by LeakyReLLU (with 0.2 alpha
value) and a set of repeating blocks of Conv layers, fol-
lowed by the Normalization layer and the LeakyReLLU. After
5 sets, there is a dense layer followed by a sigmoid acti-
vation function. LeakyReL U [21] (with 0.2 alpha value) as
well as a series of repeated sets of Conv layers is preceded
by a convolution layer, the normalization layer, and also the
LeakyReLU. Following 5 sets, at last, there are dense layers
plus a sigmoid activation function. Also, the 8 convolutional
layers present in the network contain 3 x 3 filter kernels,
multiplied by 2 to get a range in size of 512 from 64. Among
the most frequently employed terminology in the analysis of
photographs is the PSNR before that MSE loss has been used.
However, rather than more aesthetically noticeable properties
like texture detail, these phrases are more focused on iden-

layers are used. B In the generator, there are transposed convolution
layers with normalize and ReLU for the network and used this network
4 times and then connected with transposed convolution layer and at
the end, tanh layer is used

tifying the characteristics of each particular pixel. With the
aid of the recently developed loss known as perceptual loss,
VGG loss suggests a loss that is intended to battle additional
perceptually oriented traits [22] (Figs. 6, 7).

ISR = SR 4 1073188 4)
The mathematical equation for simple content loss is
W rH
MSE = Ty 2o DUy = Gog (I )% ®)
x=1y=1
Also, the formula for the loss of VGG content is
SR 1 MR, HR
RNcaoyij = m;;(%ﬂl )x,y ©)
—¢1,(Gog (I"))x 1)
and for adversarial loss, the mathematical formula is
N
1860 = ) —10g Doy, (Gag (I'°)) )
n=1

Such loss is favored over the MSE loss because it is con-
cerned to enhance the image quality rather than comparing
the pictures pixel by pixel. As a result, researchers can get
improved outcomes with the SRGAN model by applying
such a loss function [24]. Also, the discriminator loss is the

@ Springer
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Table2 Summarization of the major activation functions and its math-
ematical formula

Activation function Mathematical formula

x, x>0
ReLLU f(x)::O,xfo}
Tanh f(x) =tanhx = %
. 1
Sigmoid f)=0= 1=
Softmax f)=0=-
3 et
j=1
LeakyReLU fay=1% =0
Y *) = ax, x <0

same as GANSs discriminator loss function

: HR
Irglén n;ix E[HR,\,plmin(lHR) [log Dy, <I )] .

By 06 (1 = Doy (G (1))

4.4 Categorization Using CNN

There are three convolutional layers, three max-pooling lay-
ers, one rescaling layer, one flatten layer, two dropout layers,
and three dense layers in our CNN model [25]. The several
functions like activation, loss, optimization, etc., are just a
couple of the variables that affect the network. The research
employs a variety of combinations for all these parameters.

@ Springer

Output

Dense (1024)
LeakyRelLU

To tackle complicated problems [26] and to improve the
neural network’s efficiency for expression, the activation
function is used. We have presented a few incredibly efficient
activation functions and their conceptual formulas in Table 2.
We use the sigmoid and ReLU as activation functions in our
research. In our neural network, we used rescaling the image
collected as an input. A dropout layer was then followed by
two sets of convolution layers, a max-pooling layer, and so
forth: convolution layer again, then max-pooling layer, then
dropout layer. One flatten layer is followed by three dense
layers. [27]

128 x 128 x 3 = 128 x 128 x 16 = 64 x 64 x
16 = 64 x 64 x 32 = 32 x 32 x32= 32
x32x32%x32x32=32x%x32x%x64=16x
16 x64=16x16x64=1x1x1638 =
Ix1Ix128=1x1x64=>1x1x4

In Fig. 8, we have shown the 2D architecture of our pro-
posed CNN network. As a convolution filter, a 3 x 3 kernel is
utilized, along with “Same” padding. Additionally, we used
the Adam optimizer to finalize CNN model optimization
(Table 3).
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Fig.8 An illustration of our proposed CNN architecture

Table 3 Parameters for our CNN model

Layer (type) Param
Convolution layer 1 448
Convolution layer 2 4640
Convolution layer 3 18,496
Dense layer 1 2,097,280
Dense layer 2 8256
Dense layer 3 260

5 Experiments and Results

Throughout our approach, we develop data generation using
DCGANS, enhancing both the generated and available
dataset using SRGANS. In the end, we used our proposed
model.

5.1 Experiment Environment

Our studies were carried out on Google Colab, which pro-
vides 68.40 GB of storage space, and 25.51 GB of RAM, with
a GPU backend. The deep network algorithms are imple-
mented using the Keras package and the coding language
used is Python.

Convolutional layers use kernel sizes of 3 x 3, while max-
pooling layers use kernel sizes of 2 x 2. Both 2nd and 3rd
convolutional layers are followed by a dropout layer, which
is done with 0.20 and 0.25. For the output and hidden layer,
correspondingly, ReLU and Softmax were utilized as activa-
tion functions [28].

5.1.1 Experiment Matrix

To assess the effectiveness of AD detection, the usual metrics
were applied. Accuracy (ACC), precision, recall, and F1-
score are used to describe these measurements. Here, the
amounts of true positives (TPs) and false positives (FPs) are
given.

TP + TN
ACC = 9)
TP + TN + FP + FN
TP
RECALL = —— (10)
TP + EN
TP
PRECISION = —— (11)
TP + FP
RECALL % PRECISION
Fl=2 * (12)

* RECALL + PRECISION

Let FP and FN stand for true and false negatives, respec-
tively. Also, the region under the ROC curve was utilized
to measure the categorization performance (AUC). False-
positive rate (FPR) is the accurate and correct rate, and
true-positive rate (TPR) is just the variance of the ROC curve
(TPR).

TP
TPR= —— (13)
TP + FN
FP
FPR = — (14)
FP + TN
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Table 4 Efficacy of four

classifications using the Approach Modalities NL/AD/MCI  NL/AD  NL/MCI  AD/MCI  Param

proposed methodology Magnin et al. [35] MRI - 0.902 - - -
Ben Ahmed et al. [36] MRI - 0.854 0.722 0.663 -
Khvostikov et al. [37] PET + MRI 0.852 0.885 0.877 0.831 0.17M
Li et al. [29] MRI 0.867 0.907 0.893 0.848 451M
Korolev et al. [38] MRI - 0.823 0.782 0.751 2.14M
Hosseini-Asl et al. [30] MRI 0.824 0.972 0.968 0.867 457.0M
Suk et al. [31] PET+MRI 0915 0.942 0.936 0.912 0.7M
Wang et al. [32] MRI 0.975 0.988 0.984 0.936 53M
Feng et al. [33] MRI 0.957 0.991 0.989 0.894 221.5M
Emtiaz et al. [34] MRI - 0.978 - - 2.0M
Our proposed method MRI 0.997 1.000 0.994 0.995 2.13M

5.1.2 Performance Comparison

We assessed every specific model’s classification technique
for our proposed Alzheimer’s disease diagnosis model and
a number of widely used Alzheimer’s disease classifiers
in order to assess the efficacy of non GAN-based models.
Table 4 displays the research’s findings. In experiments on
four distinct classification techniques (NL/AD/MCI cate-
gorization, NL/AD categorization, NL/MCI categorization,
and AD/MCI categorization), our model outperformed all
competing approaches. Also, due to the strong modeling
versatility that deep structures bring, deep learning-based
techniques [29-34] perform more effectively than stan-
dard classification methods [35, 36]. With deep learning
approaches, the computing expense associated with our sug-
gested model is also minimal when compared to the model’s
parameters. Our suggested model, however, performs with
the maximum level of precision in both the NL/MCI and
AD/MCI classifications, demonstrating the capability of our
AD prediction model to recognize MCI data and enhance the
efficiency of AD clinical prediction. The suggested model has
been further contrasted against four neural network-based
approaches [29-31, 37] using various training data ratios.
To be more precise, we saved 15% of the data to test for
each cycle while arbitrarily selecting 85% of them as the
training set. Figure 9 displays the variations in several eval-
uation metrics. Figure 9 in particular displays the variations
in precision, recall, and F1 values for the AD groups of the
test dataset, correspondingly. The quantitative research on
the accuracy, as well as training loss for several AD detec-
tion techniques, is displayed in Fig. 10. Table 4 demonstrates
that, for whatever proportion of the total dataset is used as
training data, our suggested AD detection approach beats all
other different algorithms. Furthermore, it was discovered
that the suggested model’s categorization outcomes will be
evaluated because the percentage of training sets rose. The
research results additionally demonstrated that the suggested
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model maintained excellent accuracy in categorization even
with a limited amount of training data.

Also, we subsequently explored the effectiveness of AD
classification techniques utilizing different GAN architec-
tures for GAN-based method performance comparison. This
categorical AD categorization problem was addressed by
nine distinct GAN-based AD detection algorithms. In partic-
ular, AD recognition algorithms have been developed using
4 distinct primary GAN frameworks: DCGAN, WGAN,
Conditional-GAN, and AEGAN. To examine the impact
of various GAN architectures on AD classification accu-
racy, various GAN-based approaches were compared with
our suggested model. Table 5 presents the classification
results utilizing various GAN architectures. It is indeed clear
that GAN performs better in this classification task when
used as a high-level brain feature selection technique to
produce hidden patterns as well as transmit those to the DNN-
based classifier as opposed to using it directly to assess the
distribution difference in AD data. The integration of seg-
ment position data into the GAN-based AD classification
algorithm will increase the precision of the categorization
model, according to a comparison of the differences in
outcomes between the DCGAN-based and the Conditional-
GAN-based classification models.

The significant differences between the encoder—decoder
generative adversarial network SL classification algorithm
and the AEGAN-TCA-based AD prediction model demon-
strated that the framework will retrieve further representative
hidden patterns if classification loss is added to the loss com-
putation of the generator. The potential issues among the
DCGAN-based as well as WGAN-based recognition models
are compared, and the results demonstrate that the perfor-
mance of the classifier is not considerably improved by
utilizing multiple optimization techniques to evaluate the dis-
tribution gap between produced information and actual data.

It is demonstrated that DCGAN and SRGAN can greatly
enhance the efficiency of the method as well as that prepro-
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Fig.9 The precision, recall, and
F1 values changed data from a
typical testing group as training
data proportions changed over
time ranging from 55% to 90%
for various approaches

Table5 Several GAN-based
AD detecting algorithms’
classification results based on
supervised, unsupervised
learning and TCA

Fig.10 The accuracy and
categorization loss values
changed as training data
proportions changed over time,
ranging from 55% to 90% for
various approaches
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Fig.11 Resultof generating the image using DCGANS after 100 epochs

cessing and SRGAN could indeed direct the model to more
effectively retrieve high-quality hidden patterns by making
comparisons of the differences in performance in between
proposed systems with no preprocessing, no DCGAN, no
SRGAN and no DCGAN, no SRGAN, respectively. The two-
dimensional characteristic image enhancement method used
by the proposed AD classification algorithm is integrated
with classification feedback loops to perform categorization
improvement of cerebral segment images. The classification
of cerebral segment images will typically contain brain fea-
tures that are simpler for the classifier to properly identify,
making our proposed model perform better than other formal
GAN-based AD classification approaches.

5.2 Results of Image Generation

In our experiment, we used the batch set of images to gen-
erate the batch of synthetic images. The practical accuracy
of our model is very good. We achieve 99.4% accuracy. For
this accuracy, we get very realistic synthetic MRI images.
In Fig. 10, we have shown synthetic images, obtained from
DCGANS [29] (Figs. 11, 12, 13).

These generated synthetic images are used to handle the
less data problem. In our final output, we can get that this
gives excellent results for our total model [21-23]. The accu-
racy score of our DCGAN model is pretty accurate. And the
loss is very low as both shown in Fig. 14.
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Fig. 13 Result of generating the image using DCGANSs after 1500
epochs

5.3 Results of SRGANs in Image

SRGANSs highlighted the feature of the images which help
the model to understand the disease much better than without
the use of SRGANS.

During the research, we discovered that SRGAN can
increase the accuracy of the following CNN architecture,
allowing CNN to gain good characteristics for compre-
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Fig. 14 Result of loss and score of model for generating the image

hending the image. The perceived quality of super-resolved
pictures instead of computing performance was the primary
priority of this effort [29]. Particularly significant when
attempting to provide photo-realistic answers to the SR issue
loss function plays an important part. Loss is like a neural net-
work’s forecast inaccuracy. The loss function is just the name
of the procedure used to compute the loss. For SRGAN, in
our studies, we used the “Sparse Categorical Crossentropy”
as a loss function.

5.4 Ablation Study

In both clinical and psychological studies, an ablation study
is a technique that involves surgically removing an organ,

Fig. 15 Result of SRGANS in
the image
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Fig. 16 A graph plot for the accuracy and loss of SRGANs

tissue, or other portion of a biological system and examining
how the organism behaves without it in hopes of investigating
its significance and purpose. In the sense of machine learn-
ing, researchers describe an ablation study as a methodical
investigation into the efficiency of such a machine learn-
ing framework by eliminating a few of its constituent parts.
These fundamental elements include things like dataset char-
acteristics and model parts, but an ablation study can also
include an entire system or design decisions. Despite the fact
that ablation research has typically been insufficient to make
inferences about the impact of various modules, it ought to be

Super Resolution Image
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mentioned that when utilized in conjunction with some other
scientific and mathematical techniques, it can offer special-
ists and scholars insightful information. We experimented
on Maggy as well as used our own methods to comprehend
the ablation study of the model we had suggested. Using
SRGANS and DCGANSs, we first comprehend the feature
ablation experiment by removing some features without first
preprocessing the data, and then, we assess the model. The
below table explained that preprocessing is necessary for
SRGANs and DCGANS to attain proper accuracy.

Second, we omit some of the hidden layers from the
deep neural network and evaluate the model in order to
comprehend the model ablation experiments. Yet again, the
outcomes do not match what the model predicted; in com-
parison with the suggested model, the loss is substantial and
the precision is poor.

Three convolutional layer sections and one dense layer
section make up the four basic building blocks of the deep
neural network we suggest. For ablation studies, we omit the
Ist convolutional layer section and evaluate it as Model 1.
For models 2 and 3, we omit the 2nd and 3rd convolutional
layer sections, and finally, for model 4, we omit the dense
layer section.

Additionally, we have used the Maggy API and LOCO to
analyze the ablation experiments (leave one component out).
Here, we recognize that the final dense layer portion and
the first convolutional layer section play a significant role in
accuracy.

5.5 Results of Classification Using CNN Model

Numerous tests are conducted under this classification using
the CNN section to determine the optimal answer under the
considerations of learning rate and activation function.

In the first investigation, we want to figure out the best
learning rate for accuracy. There are very various rates of
learning. Our research led us to the conclusion that a learning
rate = 0.001 produced the highest accuracy among learning
rates varying from 0.05 to 0.0005. The activation function
should be studied as the second parameter. The investigations
look at two distinct Softmax and ReLU functions. The sug-
gested model delivers better results than most cutting edge
systems. The precision is 0.997% higher than the maximum
value (Figs. 15, 16, 17).

In Fig. 18, we can understand that the model is giving
a great accuracy (near about 1) and very low loss for 100
epochs. This is for both training and validation of the data.
Our proposed CNN model gives a proper opposite of accu-
racy and loss line graph using training data as shown in
Fig. 18. In our model, we used sparse categorical cross-
entropy as a loss function
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In Figs. 19 and 20, the black color type indicates the MRI
picture’s actual categorization, whereas the green color font
represents the classification that our model predicted for the
MRI image (Tables 6, 7).

5.6 Discussion

Finally, we suggested a strategy for dealing with the low data,
increasing the image resolution and classifying the images
with CNN. To correctly classify AD Disease prediction, we
have indeed introduced a unique CNN design [30, 39, 40].
Additionally, we examined how synthetic data affected the
categorization performance for AD.

Five layers make up the architecture; the very first layer
takes care of picture preprocessing, which contains adaptive

Actual: Non Demented

Predicted: Non Demented

Actual: Mild_Demented

Predicted: Mild_Demented

Actual: Very Mild Demented

Mild_Demented

Predicted: Very

Fig. 19 An illustration of classifications of AD predicted by our model

thresholding as well as data augmentation used to improve
training datasets. A generalized version of SRGANs and
DCGANS for improving the resolution of the image and pro-
ducing synthetic data, respectively, is present in the second
layer. The cross-validation method is employed to build the
CNN in the third step. To prevent overfitting, cross-validation
finds the optimal values again for trainable parameters. The
CNN architecture is used before the last tier. In our CNN
model, there are two dropout layers, two rescaling layers, one
flatten layer, three dense layers, three max-pooling layers,
and three convolutional layers. The categorization procedure
is carried out using a variety of techniques in the final tier.
In this study, we explain that now the system is affected by
a number of factors, including activation, loss, optimization,
etc.
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Fig.20 An illustration of classifications of AD predicted by our model

Table 6 Results analysis of ablation study

Type Accuracy (%)
Without data preprocessing 74.3
Without DCGAN and SRGAN 78.9
Without DCGAN 84.6
Without SRGAN 93.2
With DCGAN and SRGAN 99.7

Table 7 Results analysis of ablation study for model

Type Accuracy (%)
st and 2nd Conv layer with dense layer 96.7
2nd and 3rd Conv layer with dense layer 89.5
1st and 3rd Conv layer with dense layer 95.8
All Conv layer with no dense layer 90.2

Additionally, the Adam optimizer was utilized to generate
an optimized model. More studies in the multi-classification
domain must be carried out in the future, as well as GANs
model’s optimization. The optimal outcome may also be
attained by employing the 3D network.

6 Conclusion

By generating missing values, we evaluated the effect of
the experimental data on the classification task of AD. MRI
images were used in the experiment to assess the effects of
synthetic data using our suggested methodology. The ADNI
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dataset experiments show that our technique produces accu-
rate neuroimages. The outcomes of the study also allow us
to draw the following three main observations: First, we
can see that while it is challenging to map the metadata,
for instance, the cranium of the MR picture from the PET
image, brain tissue could be projected well in terms of its
structural and physiological information. In order to feed
more relevant brain characteristics into the DCNN-based
classifier and increase the probability of AD, it is also nec-
essary to carry out GAN-based brain image enhancement.
Our approach demonstrated a considerable detection perfor-
mance improvement on real-world datasets when compared
to many conventional AD detection techniques. Third, our
approach may considerably enhance the accuracy of AD
diagnosis and MCI transition prediction when such data
are missing. In the near future, revolutionary deep-learning
approaches using neuroimaging for the disciplines of primary
care, medicine, and public health are likely to benefit from the
present advancements in illness diagnostic technology and
data-intensive medical science. As a result, within the next
few years, both the wider populace and government agen-
cies will need to address current problems and new ones in a
serious manner. Once future large-scale research studies are
capable of fully evaluating the pertinent novel neuroimaging
aspects, the treatment and forecasting of AD regarding deep
learning methods with neuroimaging might materialize for
targeted therapies in personalized medicine in the upcoming
decade.
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